
Abstract  

The interconnections are critical determinants of 

performance, reliability and power, for deep sub-

micron system on SoC (System on a Chip). Long 

interconnects being susceptible to crosstalk noise, 

may induce to functional and timing faults. The 

conventional at-speed interconnect crosstalk test 

algorithms are based on either inserting dedicated 

interconnection self test structures (leading to 

significant area overhead), or using existing logic 

BIST structures (e.g., LFSRs), which often result in 

poor defect coverage. Additionally, it has been 

shown that power consumed during testing can 

potentially become a significant concern. In this 

paper, we introduce the logic interconnect BIST, a 

wide-used self test solution for random logics. 

This method reuses existing LFSR structures but 

generates high quality test efficiency for inter-

connection crosstalk, while minimizing area over-

head and interconnection power consumption. This 

method achieved crosstalk defect coverage of 

99.7% for the interconnections and single stuck-

at-fault coverage of 91.36% for the random logics, 

while area overhead is increased of 4% for con-

ventional methods. 

I. Introduction 

As SoC (System on a Chip) complexity grows 

with increasing integration and reducing feature 

sizes, the on-chip interconnect architecture per-

forms a much more critical role because it domi-

nates system performance and power consumption 

[8], [11]. Reliability of SoCs depends on the error-

free operation of such interconnects. Testing of 

SoCs, hence, implies testing not only the logic cores 

but also the interconnect architecture. Several 

Hence, we need to address the crosstalk issue by 

means of testing techniques. Increased cross 

coupling capacitance between a pair of inter-

connects can produce either glitches or delays 

depending upon the signal transitions at an 

interconnections. Also, previous studies have 

shown that crosstalk noise is more pronounced for 

long interconnects [5, 9].  

In this paper, therefore, we employ self-testing 

techniques to address the problem of testing for 

crosstalk in SoCs to develop a comprehensive test 

solution for both the logic cores as well as buses 

and global interconnects of a SoC. The empirical 

studies have shown that the power dissipation 

associated with long interconnects accounts for a 

significant fraction of the overall system power [8]. 

This power consumption is dominated by the 

increasing inter-wire cross coupling capacitances 

in DSM technology [12]. The energy dissipated due 

to cross-coupling capacitances can vary depending 

on the type of transitions on the interconnections 

[12]. We, therefore, also focus on making our self-

test scheme extremely power-efficient. 

Bai et al, have proposed inserting dedicated 

interconnect self-test structures in the SoC to 

generate vectors which have 100% crosstalk defect 

coverage [2]. This scheme is based on the Maximal 

Aggressor Fault Model proposed by Cuviello et al 

[5]. However, this method has a prohibitively high 

area overhead. To reduce this overhead, existing 

logic BIST structures, like linear feedback shift 

registers (LFSRs), could be reused to generate 

interconnect tests. But, LFSR vectors have very 

poor crosstalk defect coverage. In this paper, we 

address the issue of how to generate high quality 

interconnect crosstalk tests, efficiently reusing 

existing test structures so as to minimize the area 

overhead. Our proposed algorithm produce high- 
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crosstalk defect coverage with low area overhead 

and low interconnect power consumption. 

The interconnect fault model used in this paper is 

the Maximal Aggressor Fault Model that was 

reported and validated in [5]. Next, we briefly 

review this fault model, and the corresponding 

Maximal Aggressor test vectors.  

 

II. New Test Generator Design and Logic 

Interconnect BIST Test Architecture 

The test generator should be designed so as to 

maximize the reuse of existing self-test structures 

(LBIST) so that additional test circuitry area is 

minimized. The new test generator should achieve 

as high logic fault coverage as existing logic BIST 

schemes. Also, it should produce high quality 

interconnect crosstalk tests. Hence, the profile of 

the interconnect test vectors produced by the test 

generator should be such that the majority of the 

wires transition in the same direction (to act as 

aggressors) and relatively few wires remain 0/1 or 

transition in the opposite direction (to act as 

victims) so as to cause a high cross-coupling 

capacitive effect on the victim wires. The vectors 

generated by the test generator should be 

interconnected power efficient. Hence, we should 

minimize opposite direction transitions on adjacent 

wires, so that the total amount of coupling 

capacitances excited is low. Figure 1 shows the 

structure of a 4 bit logic interconnect BIST test 

generator.  
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Figure 1. A 4-bit TG for logic interconnect BIST 

It consists of an LFSR that produces vectors for 

testing the logic core (as in traditional logic BIST), 

and an extension circuit that modifies the LFSR 

vectors such that they have high interconnect 

crosstalk defect coverage. In the extension circuit, 

the adjacent bits of the LFSR are both ANDed and 

ORed. Figure 2 illustrates the test architecture of 

logic interconnect BIST on an example SoC. The 

core is surrounded by a Test Wrapper, which 

consists of self-test structures like a Test Pattern 

Generator (TPG) and a MISR. The TPG generates 

test vectors for both the logic core as well as the 

interconnections. MUXs are used to select between 

the normal core outputs and the interconnect test 

vectors. The MISR makes compact the output 

responses of both the core and interconnects; this 

is selected by MUXs. There is a centralized logic 

interconnect BIST controller which controls the 

whole test sequence. It gives control signals to all 

the test structures and is also responsible for 

seeding the TPG and unloading the MISR signature. 

There are three operational modes of the SoC; 

normal mode, core test mode and interconnect test 

mode. In the normal mode, the SoC functions in its 

normal system operational mode. During the core 

test mode, the internal logic of the cores is tested 

via the TPG and the MISR, as in logic BIST. In the 

interconnect test mode, for each core-to-core 

transaction, the vectors generated by the TPG of 

the source core are routed onto interconnect and 

they are compacted by the MISR of the destination 

core.  

 

Figure 2. Test architecture of Logic interconnect 

BIST 



III. Experimental Results and conclusion 

Table 1 compares the three schemes in terms of 

the additional area overhead over LBIST, the 

interconnect crosstalk defect coverage, and the 

logic fault coverage. The values for the MA Test 

scheme are reported from [2]. We used 

Synopsys’Design Compiler [6] synthesis tool to 

synthesize CMUDSP along with the inserted test 

structures. The area overhead is in terms of the 

additional number of gates (over conventional 

LBIST) required to test interconnects of the chip. 

The defect coverage is measured using the high-

level fault-simulation methodology described in the 

previous sub-section. The logic fault coverage is in 

terms of single stuck-at-fault coverage and is 

measured using Mentor Graphics’ FastScan [7]. 

The logic interconnect BIST scheme, however, 

achieves very high defect coverage with very low 

area overhead. Table 1.  

 

Table 1. Comparison of proposed with MA and 

LBIST 

Test 

scheme 

Area 

overhead 

Defect 

coverage 

Fault 

coverage 
Power 

MA 22% 100% - 0.43mW

LBIST 1.22% 1% 91.36% 3.66mW

Proposed 4% 99.7% 91.36% 0.77mW

 

IV. Conclusion 

In this paper, we presented logic interconnect 

BIST, a comprehensive SoC test methodology for 

both logic cores and interconnects. It efficiently 

reuses existing on-chip test structures to generate 

high quality interconnect crosstalk tests. We have 

compared our proposed BIST with existing 

solutions and validated it using a high level 

crosstalk error model. Experiments confirm that 

our proposed algorithm yields high crosstalk defect 

coverage, low area overhead and low interconnect 

power consumption. 
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